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In contrast to the emphasis on the unpredictability and limitlessness of language that was extant in the early part of the 20th century (see Malinowski), Chomsky’s work is an attempt to determine the boundaries of language and aspects of its universal nature.

This has been termed an idealistic (as opposed to a materialistic) theory of language that has antecedents back to Plato. This means that there are universal standards as to what constitutes language.

At the same time, Chomsky conceived of a system that is genetically derived (i.e. hard wired in the brain), infinitely creative and existing at a deeper level than what we usually consider discrete languages. This is what he calls Universal Grammar.
Language is hard-wired: a system that is (potentially) activated by the brain as part of its genetic inheritance. How else can you explain the speed at which children learn their first language(s)?

This system is also creative in the sense that there is no limit to the potential meaningful combinations that a user of the language can create. How else can one explain how one can create and comprehend sentences that are completely new to one’s (or potentially anyone else’s) experience? 

Universal Grammar (UG) is the deep structure that everyone in our species shares and individual languages, such as English, French or Mandarin, are its surface reflections. Originally, Chomsky thought of the relationship between the two levels as being relatively monolithic. In his recent formulations, as I note below, this relationship becomes much more subtle.
In any case, Chomsky started his project with an examination of the properties of syntax: how words are ordered in sequence.

Although one can postulate the properties of many words in terms of where they are placed in sequence, many of these aspects seem determined independent of syntax.

So, for example, adjectives precede nouns in English. The fact that these two types of words are almost always adjacent to one another makes their relationship relatively easy to see.

However, other syntactical relationships are complex and often do not occur in way that make them readily apparent. Conditionals, for example, have complex structural relationships within sentences. 

The solution was to posit a layered structure to syntax that divides sentences into phrases. Different components of a conditional sentence, for example, can be expressed as different phrases with clear rules that govern how these components relate to one another.

Phrase structure grammar is commonly expressed through ‘tree diagrams’. For some examples of these ‘tree diagrams’, see:

http://en.wikipedia.org/wiki/Image:Basic_english_syntax_tree.png

Before long, however, Chomsky saw two problems with this technique and its assumptions:

1) there needed to be an enormous amount of grammatical rules (particular to each language) to explain all of these structures, and

2) sentence trees couldn’t explain the enormous differences in meaning generated by simply transposing a word into a syntactical slot (i.e. “Betty is anxious to help” is very different from “Betty is difficult to help”).

Chomsky’s solution was to posit ‘deep’ and ‘surface’ structures to language.

Suppose you want to refer to snow as an event that happened yesterday. The deep structure might be represented as “It + snow + past + yesterday”. This deep structure can be represented by at least two different forms of surface structures: “It snowed yesterday” and “yesterday, it snowed”.

The deep structures of language are transformed by mental processes (the mind/ brain) into surface structures. Hence, transformational grammar.

Like most other paradigms of language, transformational grammar is divided into syntax (structure), phonology (sounds) and semantics (meaning).

However, Chomsky’s system called for a division of syntax into two further components: the base (lexicon and deep structure phrase rules) and transformational rules (how deep structures are transformed into surface structures).

He argued that the evidence for these divisions was by observing ‘movement’ within syntax. 

Take this (surface) example of syntax: “I put/ the cat/ outside to play”

One cannot move the phrases in this sentence around arbitrarily. Thus, one cannot say (at least grammatically correctly): “I put/ the cat”, or “I put/ outside to play” (not to mention the other possibilities, such as “Outside to play/ the cat/ I put”).

The deep meaning for this sentence (or concept) has to do with getting this cat outside. Transformational rules in English, however, determine that there are only a few limited ways in which this can be expressed as a surface structure in ways that are recognized by a native speaker as being grammatically correct.

Out of this, Chomsky formed what was called the Standard Theory of Transformational Grammar in 1965. It consisted of a set of transformational rules verified by structural analysis (did the phrase in question contain all of the needed components?) that described a specific syntactical change.

So, for example, the phrase “I drove carefully down the street” can be changed to “Carefully, I drove down the street”. Each phrase contains the same words (lexical items), and so passes the structural analysis. We can then say that the rule governing this transformation specifies that the noun/ verb order (“I drove”) remains the same whether you place the adverb (“carefully”) at the beginning or the end of the phrase.

It didn’t take long, however, for problems in this Standard Theory to develop.

An important principle in the Standard Theory has to do with the retention of meaning. Transformations cannot change the meaning of the sentence. Moving the adverb to the front of the sentence, like in the example above, doesn’t change its meaning. However, problems arise in many other examples, where subtle changes in meaning occur with transformations that pass structural analysis.

So, for example, note the subtle changes in meaning with this transformation: “Many dogs are friendly and many dogs are well-bred”; “Many dogs are well bred and friendly”. The same elements are in the sentences and thus the transformation passes the structural analysis. The transformational rule invoked here is parallel structure. 

However, the transformation does not contain quite the same meaning. When the sentences are combined using parallel structure there is an implication that being well bred and friendly are somehow connected. This connection is not implied when the sentences are separate. 

One way to get around this problem is to say that we have not represented the deep structure accurately. So, in the case of the example above, there really is no grammatical connection between the two phrases “Many dogs are friendly” and “Many dogs are well-bred”. This solution is called Generative Semantics.

By extension, Generative Semantics has claimed that deep structures are the same for all sentences that express the same meaning, no matter how different the surface structures appear. So, in deep structures, the concept of kill, stop living, cause to die, etc. would be the same. The surface structures that express this concept would be different.

But the problem now arises as to how to interpret these various surface structures in order to determine what the deep structure is. Do the surface structures (e.g. kill, stop living, cause to die) really expressive of the same concept? For example: doesn’t killing some imply an active and consciously engaged act (such as purposely running over someone with a car); and doesn’t causing someone to die imply an act of negligence (like telling someone to go play on the freeway)? 

In the end, Generative Semantics came to be dependent on the individual judgments of the researchers involved and fell short of the scientific model that generative grammar aspired to.

The other way to get around the problem of the retention of meaning is to examine the influence of particular elements. In the case of the friendly and well-bred dogs above, we can say that the use of a quantifier such as “many” changes the way in which the transformation operates.  This solution is called the Extended Standard Theory. 

The problem with this, though, is that the division between the way meaning is captured at the level of deep and surface structures becomes highly problematic. The word “many”, for example, may reflect deep structures. However, it is important to note that for the Extended Standard Theory, the word does affect the meaning of the sentences at the level of the surface structure. The implication here is that meaning is conveyed through such surface structure. This is different from Chomsky’s original conception, which emphasized that surface structures reflect the meanings retained at the deeper level. 

To get around this new problem, the Extended Standard Theory was revised into what has become known as the Revised Extended Standard Theory, (or as it is more commonly known: Trace Theory). Trace Theory notes that meaning does occur at the surface level, but that there is an imperceptible trace left over in the surface structure that conveys this meaning. So, for example, we might say “I think you are right”, a sentence that contains a trace of the word “that” (in “I think that you are right”). 

Unfortunately, what has resulting in this search for solutions is a morass of rules involving what constitutes a trace. Trace Theory has become a highly complex system of rules upon rules. In the end, the simplicity that constituted the original strength of generative grammar has been lost. 

As part of his rethinking of generative grammar in light of these problems, Chomsky reconceptualized Universal Grammar as being a combination of nature and nurture. Children are born with the potential to develop language (principles), but these hard-wired properties must be activated by experience (parameters). Youngsters have innate sets of language switches that experience turns on and off. Each switch has major repercussions for language development. Thus, exposure to a language, say, that has a particular word order (SVO in English) will active switches that privilege structures that conform to that pattern.

The various impasses outlined above in the 1970’s led Chomsky to develop a new model in the 1980’s that has become known as the Government and Binding Theory.

Government in this system means that some elements have a controlling function over others. Binding refers to the ability of some elements to link items to one another. 

Transformational grammarians are engaged in research in an effort to determine which elements govern (or constituent-command) others. Using language tree structures, they have sought to determine the complex principles involved.  So, they might say that a word is constituent-commanded by its antecedents. Thus, for example, you could say, “She enjoys traveling by herself”, but not “She enjoys traveling by themselves” because of the way one word governs another in this structure.

Words are said to be properly bound to others if the link between them is sensible. So, for example,  if one says “Who does she enjoy traveling with”? , one can say that “who” is bound to “she” because they both refer to people. Substituting “it” for “she” would be an example of improper binding. 

Needless to say, the hunt for binding and governing rules gets pretty involved. 

We’ll look at the other major paradigm in linguistics next: Functional Grammar. 

